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A B S T R A C T   

Due to the growing amount of data from in-situ sensors in environmental monitoring, it becomes necessary to 
automatically detect anomalous data points. Nowadays, this is mainly performed using supervised machine 
learning models, which need a fully labelled data set for their training process. However, the process of labelling 
data is typically cumbersome and, as a result, a hindrance to the adoption of machine learning methods for 
automated anomaly detection. In this work, we propose to address this challenge by means of active learning. 
This method consists of querying the domain expert for the labels of only a selected subset of the full data set. We 
show that this reduces the time and costs associated to labelling while delivering the same or similar anomaly 
detection performances. Finally, we also show that machine learning models providing a nonlinear classification 
boundary are to be recommended for anomaly detection in complex environmental data sets.   

1. Introduction 

Due to the intensified deployment of in-situ sensors for environ
mental monitoring, experts in environmental science and monitoring 
are inundated with ever increasing quantities of high-resolution data, 
whose quality is not guaranteed (Horsburgh et al., 2010; Rieger and 
Vanrolleghem, 2008). Extensive research has therefore been focused on 
the design of automated Anomaly Detection (AD) systems, with the aim 
of automatically identifying unusual patterns in data (Aggarwal, 2015; 
Hill and Minsker, 2010; Alferes and Vanrolleghem, 2016; Aguado and 
Rosen, 2008). Compared to manual AD, it is surmised, automatic AD 
systems can accelerate the otherwise laborious task of visually identi
fying any outlying data samples in complex data sets. 

Machine learning (ML) is a branch of artificial intelligence that fo
cuses on learning from data (Murphy, 2012; Domingos, 2012). ML 
models provide a valuable set of tools in science and engineering thanks 
to their ability of extracting meaningful information from data and can 
be used for automatic AD (Aggarwal, 2015). Active learning (AL) 
(Aggarwal, 2015; Mussmann and Liang, 2018) is a special case of ML 
and has been proposed as a way to enable use of supervised learning 
models while also minimising the burdens associated with human expert 
labelling. In AL, the domain expert is queried for the labels of a subset of 
the available data samples. This is an iterative approach, which selects a 
number of samples that, when paired with the expert label, are expected 

to improve the supervised learning model the most. At each iteration, 
the supervised ML model is trained with the data set consisting of 
labelled data samples (from here on, data records, to distinguish them 
from unlabelled data samples). This procedure is usually repeated until 
the model reaches satisfactory performance. 

In the literature, AL has been successfully employed in several ap
plications. In the AL challenge (Guyon et al., 2011a, b), several data sets 
including handwriting and speech recognition, document classification 
and protein engineering, have been used and tested by different research 
groups to study the performance of AL. In the results achieved among 
the almost 300 participants, the teams showed that AL could achieve 
good performance in terms of classification accuracy with less labelled 
data. However, AL was also showing lower performance at the begin
ning of the learning curve, while it was faster and smoother in reaching 
high levels of accuracy in the second stage, when a higher number of 
labelled examples was available. In Pimentel et al. (2018), an AL 
approach for unsupervised anomaly detection was presented and tested 
on synthetic and real data sets comprising images, medical data for 
thyroid, and arrhythmia issues identification. In Romero et al. (2018), 
AL was successfully used for handwritten text recognition. Pelleg and 
Moore (2005) identify anomalies of special interest by using an AL 
model in the presence of noisy data. The method was tested over a 
number of distinct fields at different scales as engineer space shuttle 
data, abalone biological data and astronomical data from UCI 
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(University of California, Irvine) data repository.1 In an intrusion 
detection application, the labelling time was reduced from two weeks to 
1 h, which was as high as 99% (Almgren and Jonsson, 2004). However, 
quantifying the typical labelling times is generally hard as this depends 
on the nature of the input data (e.g. images or multivariate timeseries), 
the expertise of the domain expert, and the design of the user interface. 

While the studies cited above show promise, only few of them have 
explored AD applications, where AL may be more challenging as the 
whole data set is highly unbalanced, with infrequent anomalies present 
in only 0.1–10% of the total data. Moreover, no work has been published 
so far to study the performance of AL in environmental AD applications. 
While there are no studies that provide empirical evidence for the dif
ferences between environmental and other types of data, most of them 
argue in broad terms regarding its challenges not encountered else
where, such as: (a) seasonality at yearly, monthly, weekly, and daily 
scales, (b) non-stationarity and non-ergodicity, (c) nonlinear system 
dynamics, (d) a variety of systematic and incipient sensor faults, such as 
sensor drift (Cherkassky et al., 2006; Hill and Minsker, 2010; Eggimann 
et al., 2017; Leigh et al., 2019). This makes the application of AD in an 
environmental setting more challenging as anomalies might not only be 
few, but also different from each other. 

Therefore, the main purpose of this paper is to evaluate whether AL 
can successfully be used for AD in environmental monitoring. To eval
uate the utility of AL, we compare it with conventional supervised 
learning and random sampling strategy using 5 distinct ML model types. 
The following models were evaluated based on their off-the-shelf 
availability in many data science platforms and ease of use: Random 
Forest, k-Nearest Neighbours classifier, Logistic Regression, Naive Bayes 
and Artificial Neural Networks. AL is implemented with the uncertainty 
sampling strategy (Settles, 2010). We discuss how AL can reduce the 
time spent by the domain expert to label a data set, and how the ML 
model chosen as a base for the AL strategy can influence the effective
ness of the algorithm. 

2. Methods 

The first part of this section provides the reader with the necessary 
information on supervised ML for AD applications. Next, we discuss the 
most important aspects of the tested ML models. After that, our imple
mentation of AL and the chosen sampling strategies are discussed. We 
then explain the performance metrics used to evaluate our experimental 
results. The second part of the section describes the case study and the 
data used for this work. Finally, we provide a detailed explanation of our 
experimental procedure and we explain how the methods previously 
described are implemented in the generation and evaluation of the 
results. 

2.1. Supervised learning 

Supervised AD requires a training data set, D = {(xi, yi)}
N
i=1 con

sisting of N data records where xi ∈ X d is a data sample represented as a 
d-dimensional feature vector and yi ∈ Y is the provided label for it. We 
refer to the elements of xi as features. In AD applications, yi can only 
acquire two label values, that is: Y = {0,1}. In AD applications, the 
normal data is generally named as negative class, with label value 0, and 
the anomalies are named positive class, with label value 1. A class de
notes a set of data having common characteristics. 

During training of the model φ, the task is to learn a function, f : X → 
Y , to predict the most likely label given a new unseen data sample. 
After training, the model φ is able to compute probabilities Pφ(y= 0|x∗)
and Pφ(y= 1|x∗) (between 0 and 1) for a new test data sample x∗, where 
Pφ(y= 0|x∗) (Pφ(y = 1|x∗)) is the predicted chance that a human expert 

would label the sample x∗ as normal (anomalous). The classifier model 
then predicts the most likely label: ŷ = f(x∗) = argmax

y∗
Pφ(y = y∗|x∗). 

Different classification ML models can be used for supervised AD 
applications. In this work, we have deliberately focused on on-the-shelf 
softwares and chosen to test 5 ML models from a wide range as they are 
popular in the ML community and available in every commonly used 
data science platform (e.g. scikit-learn, Matlab ML Toolbox, Spark 
MLlib, Weka). Each model can be configured with different hyper
parameters. Hyperparameters are defined as those parameters that 
determine the detailed structure and flexibility of the models. These do 
not change during model training, as they cannot be learned by the 
model and are fixed a priori based on prior knowledge, experience, and/ 
or exploratory analysis of the training data. In what follows, we discuss 
the most important aspects of the chosen models. For a deeper dive into 
these models, we refer to Murphy (2012); Bishop (2006) and James et al. 
(2013). 

• A Naive Bayes (NB) classifier (Rish et al., 2001) models the distri
bution of individual classes using Bayes’ theorem and predicts the 
class probabilities for each class. In this work, we use Gaussian NB. 
Unlike the other models used in this study, the NB model models the 
joint distribution of both data samples and labels, specifically by 
assuming (a) that the features are completely independent of each 
other and (b) that the data samples in each class follow a multivariate 
normal distribution. A particular advantage of the NB model is that 
there are no hyperparameters to be determined before training.  

• Logistic Regression (LR) (Ng and Jordan, 2002) is the classification 
equivalent to linear regression. To this end, the predicted probability 
consists of a linear combination of the input values subsequently 
transformed non-linearly with the log-sigmoid function. To solve 
LR’s optimization function, different types of solvers are available, 
here we report the ones that are implemented as libraries in many 
data science platforms: the “newton-cg” solver (Böhning, 1992); the 
solver “liblinear” (Fan et al., 2008) which uses a coordinate descent 
algorithm; and the “sag” solver (Schmidt et al., 2017). The regular
isation type, the amount of penalty and solver are all hyper
parameters of the LR model (Bishop, 2006).  

• k-Nearest Neighbours (kNN) (Liao and Vemuri, 2002), is a 
non-parametric model which classifies a new data sample by a plu
rality vote amongst its k closest neighbours. In kNN, the predicted 
class probabilities are computed as the frequency of data records in 
the set of selected neighbours that belong to the considered class. To 
determine what the k closest neighbours to a new data sample are, a 
distance measure is used. Popular distance measures are: Euclidean, 
Hamming or Minkowski. In the simplest case, all neighbours are 
given equal weight. However, one can also discount points that are 
further away by giving closer neighbours more weight. The main 
hyperparameters are (a) the number of neighbours k, (b) the chosen 
distance measure, and (c) the weighting method.  

• A Random Forest (RF) (Quinlan, 1987), is an ensemble approach 
based on decision trees. Decision trees are used repeatedly to split the 
input data in a top-down approach with the intent to separate sam
ples with different labels from each other. The most important 
hyperparameters for this classifier are (a) the number of trees in the 
forest, (b) the optimization function used to measure the quality of a 
split (e.g. Gini impurity or entropy information gain) and (c) the 
maximum depth of the trees. The predicted class probability is the 
fraction of decision trees in the ensemble that predicts the considered 
class.  

• Artificial Neural Network (ANN) classifiers (Dreiseitl and 
Ohno-Machado, 2002) transform the input data into the predicted 
class probabilities by means of a complex network of simple yet 
non-linear unit operations (neurons). Each neuron has its own set of 
parameters. While ANNs are essentially nonlinear regression models, 
they are extremely flexible due to the ability to string an almost 1 https://archive.ics.uci.edu/ml/index.php. 
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arbitrary number of neurons together, specifically by using large 
numbers of layers between data samples and predicted labels (hid
den layers), each including many neurons. The main hyper
parameters for ANN classifiers are (a) the number of hidden layers, 
(b) the number of neurons in each hidden layer, (c) the type of 
nonlinearity in each neuron, (d) the solver algorithm used for cali
brate the parameters of each neuron (Bishop, 1995), and e) the 
learning rate for weight updates. Note that the main impact of the 
learning rate is on convergence speed. While a large learning rate 
allows the model to learn faster, this is at the cost of arriving on a 
sub-optimal final set of weights (local minimum). Small values for 
the learning rate instead can cause small weight changes and slow 
learning (Attoh-Okine, 1999; Zeiler, 2012). In this work, we have 
selected a small learning rate. As for the solver, recent research (Nur 
et al., 2014; Kingma and Ba, 2015) suggests that the chosen opti
mization algorithm leads to inductive bias, which, in turn, can be 
interpreted as an implicit type of regularisation or prior. 

2.1.1. Additional notes on the chosen models 
As mentioned above, the NB model describes the joint density of both 

data samples and labels. As a result, this allows generation of artificial 
data records according to the calibrated model. For this reason, it is 
known as a generative model. In contrast, the LR, kNN, RF, and ANN 
models do not describe the joint density, only the distribution of the 
labels conditional to the samples. These models are known as discrim
inative models. Generative models like NB often outperform discrimi
native models such as RFs and ANNs on smaller data sets because their 
generative assumptions prevent overfitting (Ng and Jordan, 2002). 
Discriminative models, on the other hand, are generally expected to 
perform better when (a) the assumptions in the generative models are 
untrue and (b) large and representative data sets are available. ANN 
models in particular are well-known for their flexibility and outperform 
other models especially in the large-and-representative data regime 
(Sarle, 1994). Nevertheless, they need extensive hyperparameter tuning 
to correctly choose the right architecture (Bardenet et al., 2013). 
Additionally, ANN models are prone to overfitting. To avoid this issue, 
in this work we only consider small ANN architectures (low number of 
hidden layers and neurons in each hidden layer). In contrast, RFs are 
faster and easier to train as they require fewer hyperparameters to tune. 
In addition, compared to ANN classifiers, RFs are less prone to over
fitting and can learn from smaller data sizes (Liu et al., 2013). LR is a 
simple discriminative classifier but, as NB, fits the data with low flexi
bility compared to other methods. This is also because they both present 
a linear decision boundary between the classes. Finally, kNN is also easy 
to implement in terms of hyperparameter tuning and training time and, 
as it is an instance-based learning classifier, it can immediately adapt as 
new training data comes in. However, it is also known to be sensitive to 
noisy data and might not perform well on unbalanced data unless the 
classes are well separated (Cho et al., 1991). Note that we did not 
consider other well-known models such as fuzzy models or Support 
Vector Machines (SVMs). As for fuzzy classification models, unlike sta
tistical classification models, they require the assumptions that a single 
data point can simultaneously belong to multiple classes through use of 
fuzzy memberships. In this work, we assumed that a data point can 
belong to one class only, thus leading to the use of models that predict a 
probability, not a fuzzy membership. As for SVMs, we avoided this 
model structure as the large size of the kernel matrix prevented an 
efficient execution of our experiments. 

2.1.2. Data pre-processing 
Data preprocessing steps such as centring and scaling, are a common 

practice of data preparation for ML for two main reasons (Kotsiantis 
et al., 2006). First, these operations can improve the chances of 
convergence to optimal parameters during model training and the rate 
of convergence to the final parameters, in turn improving the efficiency 

of the applied training algorithms. Second, for models based on distance 
measures, like kNN, centring and scaling can affect the modelled rela
tionship. In this work we have standardised all samples by centring to 
zero mean and scaling to unit variance, as is common for classification 
purposes. To this end, the mean m and standard deviation s were always 
computed for each feature separately and only on the basis of the data 
records available for training. 

2.2. Labelling strategies 

In this study, we have applied three methods for labelling: (a) 
complete labelling, (b) random sampling and (c) AL with uncertainty 
sampling. 

Complete labelling. Conceptually speaking, complete labelling is the 
most simple method. It assumes that a human expert has manually 
labelled all available data samples and corresponds to conventional use 
of supervised learning models. 

Labelling based on random sampling (RND). This incremental learning 
method is initiated by querying the human expert for labels for a small 
set of data samples. This leads to the production of an initial set of data 
records, D 0, which is used to train the initial supervised model φ0. The 
pool of unlabelled samples is given as T = {ti}

M
i=1, where M is the data 

pool size. A small number of samples are randomly selected from this 
pool. The domain expert is then asked once more to provide a label y for 
the selected samples. Following this, the new augmented set of data 
records, D 1 = {(xi, yi)}

N+n
i=1 , is used to re-train the model, obtaining φ1. 

The process is repeated for nit number of iterations until all samples have 
been labelled or the model reaches satisfactory performance. This 
workflow is shown in Fig. 1. Note that other stop criteria can be used e.g. 
the data samples for the query can only be obtained at a cost (generally 
the labelling costs) and the procedure is repeated until the labelling 
budget is reached (Settles, 2011). To select the samples, in this work we 
have employed a pseudo-random number generator as a Python module 
in our code and used the generated numbers to select the indices of the 
data points to sample in such a way that each sample in the pool is 
equally likely to be drawn. 

Labelling based on active learning using an uncertainty criterion (UNC). 
AL is also an incremental learning method that differs from RND sam
pling in how the samples are selected from the unlabelled data pool. 
After obtaining an initial model (φ0, as with random sampling), the 
model is tested on the pool of unlabelled samples (T ). The predicted 
class probabilities (Pφ(y = y∗|x∗)) are then used to select those samples 
that are expected to improve the model prediction performance the most 
(following labelling, inclusion in the augmented labelled data set, and 
model re-training). As with random sampling, the domain expert is then 
asked to provide a label, y, for the selected samples. The operating 
assumption underlying AL is that predicted class probabilities carry in
formation about the utility of a label for model training before this label 
is actually available (i.e., expected utility). AL comes in many variants 
reflecting the circumstances under which data are produced and how 
soon after data collection one can expect a domain expert to provide 
labels. For instance, there are AL methods that query samples by 
selecting them from on-line signals while being collected simultaneously 
(Angluin, 1988; Lewis and Gale, 1994; Atlas et al., 1990). In this work 
we adopt pool-based AL (Lewis and Gale, 1994) where the complete set 
of (unlabelled) data samples (xi) is already available before querying 
starts. This is the most common case in many AD research works (Meng 
et al., 2013; Almgren and Jonsson, 2004). AL methods can also differ in 
how the utility of a yet unseen label is estimated (Settles, 2010). In this 
work, we employ uncertainty sampling (UNC), a selection strategy 
where the AL model selects the input, (xi), for which the model’s pre
dicted label is most uncertain: 

i= argmin
i

(

max
y

Pφ(y= y|xi)

)

(1) 
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where max
y

Pφ(y = y|xi)) is the maximal class probability given xi. Our 

implementation of AL is described in Algorithm 1. Note that another 
sampling method is based on selecting the samples with maximum en
tropy (Holub et al., 2008), instead of label uncertainty. This however 
produces the same selection in binary classification problems and is not 
tested in this work. Another possibility includes using membership 
query sampling, in which the most informative samples are selected 
based on classification disagreement between different ML models 
trained on the same data set. As this involves training multiple models at 
the same time, the computational costs are too high and unfeasible for 
the goal of this study. 

Algorithm 1. Supervised anomaly detection with active learning 

2.3. Performance evaluation 

In this work, we are dealing with an unbalanced data set. Therefore, 
intuitive detection accuracy metrics (e.g. ratio of correctly identified 
data samples vs total number of data samples) are not recommended as 
performance metrics (see e.g. Géron, 2019). We will refer as true posi
tives (tp) the number of correctly identified anomalies (y = 1, ŷ = 1). 
true negatives (tn) is the number of correctly classified normal data (y =

0, ŷ = 0). Finally, false negatives (fn) and false positives (fp) are 
respectively the number of incorrectly classified normal data (y = 0,
ŷ = 1) and anomalies (y = 1, ŷ = 0). Accordingly to the above defini
tions, the following measures can be computed: 

precision =
tp

tp + fp
recall =

tp
tp + fn

(2) 

While recall expresses the ability to find all relevant instances in a 
dataset (what proportion of actual anomalies was identified correctly), 
precision expresses the proportion of the data points the model classifies 
as anomalies were real (e.g. a model that produces no false positives has 
a precision = 1). Generally, there is an inverse relationship between 
these measures: as precision increases, recall decreases. This is called the 
precision-recall tradeoff. For this reason, a popular score used to mea
sure model performance for unbalanced classification problems is the F1 
score. This is computed as the geometric mean of precision and recall: 

F1 = 2
precision⋅recall

precision + recall
(3) 

Note that we have intentionally avoided testing for multiple criteria 
to keep the evaluation simple. However, other performance measures 

exist and can be also used. One example is the Area Under the Receiver 
Operating Characteristic (AUC-ROC), which provides an aggregate 
measure of performance across all possible model classification 
thresholds. 

Finally, to critically evaluate the results and understand the behav
iour of the models, we will also investigate the type of data that is 
queried during the iterations from UNC and RND sampling strategies. 

2.4. Case study 

Data set The data set used for this study is a multivariate time series 
data of high spatial and temporal resolution that was collected as part of 
a long term ecological experiment described in Narwani et al. (2019). 

The primary goal of the experiment was to quantify the resilience of 
aquatic ecosystems in the face of eutrophication using replicated 
experimental pond ecosystems (hereafter ponds). 16 of such 15,000 L 
fiberglass ponds (Fig. 2a)) were set up at Eawag Dübendorf 
(Switzerland) with a layer of gravel and a mix of tap and lake water. 
Successively, macrophytes (Myriophyllum spicatum) and dreissena 
mussels (Dreissena polymorpha) were added to the ponds and inorganic 
nutrients were increased progressively as part of a fully factorial design: 
four randomly chosen ponds received either no species, one of the 
species, or both species together. In this work, we focused on data from 
four ponds added with macrophytes as these data were the ones with the 
most anomalies. Each of these ponds was equipped with a multi-variable 
instruments (EXO2 Sonde from Xylem Inc.2). Each of the 16 instruments 
contained sensors for eight variables: conductivity, chlorophyll and 
phycocyanin fluorescence, dissolved organic matter fluorescence, dis
solved oxygen (saturation and concentration), pH, and temperature 
(Fig. 2b). Measurements of these eight water parameters were recorded 
simultaneously in each multi-sensor, with a fixed time interval of 15 
min. 

As for the calibration protocol for the instruments, before placing 
them in the mesocosms, a 48 h cross-comparison trial was performed 
where the water parameters were measured using all 16 instruments 
inside a single tank. With this data, initial off-factory differences be
tween the instruments were corrected. Then, the same cross-comparison 
and a calibration were repeated for two maintenance periods during the 
experiment. 

Data labelling The domain expert manually labelled anomalies for 

Fig. 1. Active learning workflow. A small labelled training set is used to build an initial classification model, then tested on an unseen pool of data from which 
informative data samples are selected for querying. Once queried and a label is obtained, the updated set of data records is used to re-train the model. This is repeated 
until the model reaches satisfactory performance on the test data. This depends on the application and properties of data sets. 

2 https://www.ysi.com/exo2/. 
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specific conductivity. The labelling was conducted through visual in
spection of interactive high-resolution charts that were created in R 
using ggplot2 (Wickham, 2016), plotly (Sievert, 2018), and htmlwidgets 
(Vaidyanathan et al., 2018). These interactive graphs were saved in html 
and opened in a standard internet browser and screened by the domain 
expert for anomalies. All measured water parameters were plotted in full 
temporal resolution within a single chart window, 2 weeks at a time. 
This way, the domain expert could compare all data streams for a given 
period, and decide whether a segment would qualify as anomalous. After 
screening the data from the measured variables, the domain expert 
supplied us with the labels for specific conductivity. The above process 
resulted in a labelled data set containing N = 22464 data records with 
d = 8 dimensions (the measured water quality variables). The data set 
covers a period of 234 consecutive days and includes 2% anomalies. This 
was then used to train the chosen ML models, which involves learning 
(determining) the values for all the model’s parameters from the pro
vided labelled data records. Details on the training procedure are 
described next. 

2.5. Experimental procedure 

The complete experiment performed in this work consisted of the 
following steps:  

1. Data set splitting. The full data set was split into 80% training data D 

and 20% test data in a stratified manner (Domingos, 2012). 
2. Hyperparameter tuning. Hyperparameter tuning was based on su

pervised learning with complete labelling, as described above. Dur
ing this step, optimal hyperparameters were selected by means of 
grid search. To this end, model performance were measured by 
stratified-k-fold-cross-validation of the F1 score, where k is the 
number of folds. In our case, k = 10 (Refaeilzadeh et al., 2009). This 
was done by using the training data set only. The implemented 

hyperparameters for the chosen ML models are reported in Table 1, 
and the grid search results for each model are shown and discussed in 
detail in the Supporting Information. Note that we have included the 
regularisation hyperparameter C for LR it in the grid search, even 
though the under-parametrised regime we are working in does not 
require this (Bishop, 2006). The results confirm that LR without 
regularisation is to be preferred in our case. This is further discussed 
in the Supporting Information.  

3. Best performance. After selection of the optimal hyperparameters, 
each model was trained with the complete training set and using 
complete labelling. The F1 score was computed with the test data set 
to obtain the best performance for each model.  

4. Incremental learning. Each model was then tested in combination 
with the incremental learning methods using the UNC and RND 
sampling strategies. An initial subset of the training data (D 0) con
taining 182 data records (0.25% of the training data) was used for 
both learning methods and all 5 models. Each model was then 
updated in an iterative manner through one of the incremental 
learning methods, as described earlier. To this end, n = 10 samples 
were selected for querying at every iteration. This choice is in line 
with current practice (Smailović et al., 2014; Ramirez-Loaiza et al., 
2017; Zhu and Hovy, 2007). For example, in (Zhu et al., 2008) the 
selection of n = 10 samples with uncertainty sampling showed effi
cient results, as well as in (Brinker, 2003), where the authors proved 
that smaller batch sizes e.g. 8, 16 have higher learning efficiency. At 
each iteration, the F1 score over the test data was used to measure 
model performance. The incremental learning strategies were 
continued until all data samples had been labelled. Considering that 
the initial set of data records (D 0) can influence the benefit of in
cremental learning relative to complete labelling as well as the 
benefit of AL to learning with RND sampling, we repeated the 
execution of each incremental learning method R = 10 times. The 
initial sets of data records were sampled in a stratified manner and 
without repetition so that the fraction of anomalies in the initial sets 
of data records would match the fraction in the complete training 
data set (2%) and that no data record was used more than once for 
initialisation. In total, incremental learning was applied 100 times (5 
models, 2 incremental learning methods, 10 repetitions). 

5. To evaluate the benefits of incremental learning, and AL in partic
ular, the F1 scores on the test data set are reported as a function of the 
model type, the learning method, and repetitions. In addition, the 
following summary statistics were computed: 
• Best F1: the F1 score on the test data set obtained with the com

plete labelling strategy, for all 5 models. 

Fig. 2. Case study. (a) Overview of the experimental ponds at Eawag, Düben
dorf (Switzerland); (b) Sensor platform for data collection with 5 
installed sensors. 

Table 1 
Selected hyperparameters for the chosen ML classification algorithms. In bold, 
the chosen hyperparameters by means of grid search.  

ML Algorithm hyperparameter 

Naive Bayes None 
Logistic Regression penalty: l2, l1  

C: 0.001,0.01,0.1,1,10,100: weak/no regularisation33 

solver: liblinear, newton-cg, sag 
kNN Classifier neighbours: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

weights: uniform, distance 
Random Forest criterion: Gini, entropy 

max depth:2, 6, 8, 10, 20 
estimators: 8, 10, 16, 20, 24, 200 

ANN activation: tanh, relu 
hidden layer: (10,10,10), (50,50,50), (50,100,50), (100) 
solver: sgd, adam 
alpha: 0.0001, 0.1, 0.05 
learning rate: constant, adaptive 

3Note that this is the inverse of the regularisation strength as in sklearn imple
mentation. More details can be found in the Supporting Information. 
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• F1init: the mean F1 score on the test data set after initialisation of 
incremental learning, across the R = 10 repetitions. This is re
ported for all 5 models and both incremental learning methods.  

• Stdinit : is the standard deviation of the F1 score after initialisation 
of incremental learning, across the R = 10 repetitions. This is re
ported for all 5 models and both incremental learning methods.  

• F195: 95% of the best F1 score and is used to compute the amount 
of labelled data needed to reach this value. This is reported as 
Labels @ F195; note that we report the lowest F1 score between the 
R = 10 repetitions.  

• Std95: the standard deviation of F1 score between the different data 
folds when 95% of F1 score is reached.  

• QAnom: the number of selected anomalies at F195.  
• Tot Q: the total number of queries at F195. 

3. Results 

We discuss the results obtained with complete labelling first. This is 
followed by a detailed discussion of the results obtained with incre
mental learning. The code developed for this study and the labelled 
ecological data needed to reproduce the results reported in this work 
have been made publicly available at https://doi.org/10.256 
78/00023Y. 

3.1. Best performance with complete labelling 

The selected ML models were first trained with the full training data 
set and then tested on the test data. The resulting best F1 scores were 
computed following Equation (3) on the test set and are reported in 
Table 2. It is evident that RF, kNN and ANN models produce a superior 
AD performance compared to LR and NB on the full data set. These re
sults might be explained by the reduced flexibility of LR and NB models. 
We discuss this further in Section 4.1.0.1. 

3.2. Random and Uncertainty Sampling 

Evolution of model performance during incremental learning. Fig. 3 
shows the average F1 score over 10 repetitions as a function of the 
queried number of samples with the RF model and with both UNC and 
RND sampling strategies. Qualitatively speaking, it can be seen that the 
RF model using UNC sampling has reached the best F1 score already 
after few AL iterations, while the same model needed a greater number 
of iterations to reach the same value using the RND sampling strategy. 
Expanding these results to the other models, we plot in Fig. 4 the amount 
of training data needed to reach F195 for all models and both incre
mental learning strategies. 

As RF, kNN and ANN models produced a high performance with 
complete labelling, their F195 was higher than LR and NB models. 

Additionally, it is worth noticing that these models have reached their 
corresponding F195 with considerable fewer iterations using UNC sam
pling than using RND sampling strategies. On the other hand, LR and NB 
models, while presenting lower F195, also did not show significantly 
difference between the two sampling strategies. These results are re
ported in Table 2 and further discussed in Section 4.1.0.2. 

Going back to Fig. 3, we have plotted the standard deviation of the F1 
score across the 10 repetitions, which is shown as a grey area. Obviously, 
at 100% of training data, the learning curve for both strategies 
converged to the same value, because we have used the same training set 
in all cases. Additionally, the initial value of standard deviation was 
high, meaning that the variability in model performance induced by 
random initialisation disappeared as more training data were selected. 
This is true for both incremental learning strategies but appears to occur 
faster with active learning (UNC). The above results are quantitatively 
reported in the form of summary statistic in Table 2 for all models and 
both incremental learning strategies. 

Queried samples. As discussed in Section 2.3, UNC sampling selects 
data samples for which the model is the least confident about its pre
diction. For RND sampling, these data are randomly selected. For this 
reason, it is interesting to understand what kind of samples are selected 
for querying by the human expert. Fig. 5 shows the type of samples that 
have been queried with UNC and RND sampling for the RF model in the 
first 50 iterations (corresponding to 0.94% of the training data) for a 
specific repetition (repetition 1 out of 10). Here, red squares represent 
anomalies and green squares normal data. The horizontal axis represents 
the iteration number, and the vertical axis are the n = 10 queries for 
each iteration. It is easy to see that the UNC sampling strategy has 
selected a considerable amount of anomalies. Based on this result, we 
speculate that, due to the severe class unbalance, the model was more 
uncertain about examples of anomalies which were the least seen during 
training (the initial model φ0 was trained on only 182 data records, of 
which 2% are anomalies). For the RND strategy however, where the data 
samples were selected randomly, the data samples that were queried the 
most were mainly from the normal class due to their dominant presence 
in the data set. Fig. 6 shows the same kind of information in a different 
format: the accumulated number of queried samples that are anomalous 
are shown as a function of the total number of queried samples, both as a 
fraction of the number of samples in the training data. It is visible that 
the RND sampling, starting from the first iteration, selected fewer 
anomalies than the UNC sampling strategy. The curves’ shapes follow a 
similar trend to the curves in Fig. 3, which might indicate that the se
lection of anomalies is decisive for improving the models’ performance. 
The results from all the models using UNC and RND sampling strategies 
are shown in Table 2, where we report the number of selected anomalies 
QAnom @ F195 and the total number of queries Tot Q @ F195. 

4. Discussion 

Our results demonstrate that, for AD applications in environmental 
monitoring, the labelling efforts could be greatly reduced by using an AL 
strategy, specifically UNC sampling. We discuss below the main findings 
of this work and its consequences for sensor management in the envi
ronmental sector. We then conclude with our practical recommenda
tions for the implementation of AL strategies. 

4.1. Summary of results 

Best F1 score The experimental results for our case study showed that 
in terms of best F1 score, RF, kNN and ANN models result in a consid
erably higher performance compared to LR and NB models. This result 
might be explained by the reduced flexibility of LR and NB models which 
present a linear decision boundary between the 2 classes. This jeopar
dises their learning process, preventing them to clearly separate the 
anomalous from the normal class. Although further tests are needed to 

Table 2 
Obtained results for the selected ML models using UNC and RND sampling 
strategies.    

Naive 
Bayes 

Logistic 
Regression 

kNN 
Classifier 

Random 
Forest 

Neural 
Network 

Best F1   0.74 0.84 0.98 0.97 0.98 
F1init   0.70 0.77 0.72 0.61 0.75 
Stdinit   0.06 0.05 0.05 0.05 0.09 
Std95  RND 0.02 0.03 0.01 0 0 

UNC 0.06 0.03 0.05 0.06 0 
Labels RND 0.33% 1.08% 9.10% 10.95% 9.79% 
@ F195  UNC 0.59% 0.48% 1.22% 0.58% 0.48% 
QAnom RND 2 19 156 171 152 
@ F195  UNC 18 79 284 106 78 
Tot Q RND 250 170 700 240 170 
@ F195  UNC 250 170 240 700 170  
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prove this hypothesis, we believe that this is the most important cause 
for the reduced performance of NB and LR. Since we do not apply reg
ularisation in LR, this can be excluded as a factor for its reduced per
formance. In addition, specifically for NB, the above results may be 
explained by the nature of the input data. In environmental applications, 
normal data might not be generated from the same distribution as it 
presents baseline changes (due to different seasons), and anomalies may 
be generated by different events which do not show the same pattern. 
We suspect that NB model failed at correctly classifying such data 
because, due to its generative properties, it makes assumptions on the 
distribution of the data. Lastly, the LR model presented better perfor
mance than NB for best F1 and for starting F1, F1init . A reason behind this 
behaviour is that LR is still a discriminative model. This outcome follows 
the results presented in (Ng and Jordan, 2002), where it is shown that as 
the number of data records available for training is increased, LR 

overtakes the performance of NB because of its discriminative behav
iour. This was also articulated by Vapnik (1999): “one should solve the 
[classification] problem directly [using discriminative models, thus 
modelling P(y|x) ] and never solve a more general problem as an in
termediate step [thus modelling P(x|y) and P(y) ].” Whether this holds 
also for more flexible and nonlinear model structures, of which only 
discriminative variants (ANN, kNN, RF) were used in this study, remains 
to be studied. 

Random and Uncertainty Sampling NB and LR models however, even if 
their best F1 score was 0.1–0.2 points lower than the other models, were 
able to converge to 95% of their best F1 only with 0.33–1.08% of RND 
sampling iterations. This means that there is an important trade-off to be 
made between two competing and important objectives: model perfor
mance and labelling cost. Additionally, as for the RND sampling type the 
models were initially mainly trained with normal data (because it has 

Fig. 3. Results from Random Forest for UNC and RND sampling strategies. The x-axis is a log scale of the percentage of total labelled data. The y-axis represents the 
model’s F1 score on the test data. In figure, the key performance indicators for our experiments are also shown. 

Fig. 4. Total training data necessary to reach each model’s corresponding F195 for UNC and RND sampling strategies.  
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the highest probability of being selected), this suggests that NB and LR 
models might not need many examples of anomalies during training to 
learn the best available decision function between the two classes. 

As expected, the UNC sampling strategy is much more effective than 
the RND sampling strategy. It offers better or equal classification per
formance regardless of the number of samples that have been queried. 
For these cases in fact, our results show that by applying AL with UNC 
strategy it is possible to reach a high model performance in just a few 
iterations. In the best case, the ANN model only needed 0.48% of 
labelled data to reach 95% of the best F1 performance score. Note also 
that incremental learning, with either RND or UNC sampling, was al
ways more effective than complete labelling and could potentially save 
time and costs associated with labelling large data sets. 

In environmental applications, anomalies, in addition to being low in 
number, can be caused by a large variety of disturbances, so ML models 
cannot easily generalise from them. We have shown in Table 2 that all 
models with UNC strategy favoured the selection of anomalous data 
samples for querying, which suggests that ML models tend to be 
particularly uncertain about the predicted label for anomalous samples 
relative to normal samples, in turn leading to the selection of anomalous 

samples with higher frequency. This result corroborates that providing 
enough and representative data records for model training is one of the 
main bottlenecks of supervised AD. 

4.2. Consequences for data and sensor management in the environmental 
sector and future research 

Our results indicate that the amount of labelled data could be greatly 
reduced by using an incremental learning strategy; this lifts one of the 
main barriers to the applications of ML techniques in the environmental 
sector, which is the burden of labelling. In our experiments, during 
consecutive AL iterations, anomalous data samples are identified as the 
samples with maximal uncertainty. This suggests that AL is not only 
useful to reduce the burden associated with labelling for model training, 
but may also help in identifying anomalous samples as they are added to 
a data set. Indeed, one could conceive of alerting human operators of the 
sensor network not only when an input is classified as anomalous but 
also when the predicted class is uncertain. A similar idea was developed 
by Giudici et al. (2020) where AL has been used to identify the most 
informative scenarios in the optimization process for robust planning in 

Fig. 5. Selected queries from RND and UNC sampling with RF in 50 iterations, corresponding to 0.94% of labelled data. Red squares represent anomalies and green 
squares normal data. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 6. Selected anomalies from UNC and RND sampling with RF until 100% total available training data is selected. The x-axis is a log scale of the percentage of total 
labelled data. The y-axis represents the total selected anomalies. In black, we also show the expected accumulated fraction of queried anomalies for RND sampling. 
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decision making, all while decreasing computational requirements. 
The same result could also inspire use of models that only learn from 

normal data. Potentially, one-class models trained with normal data 
only could offer a more certain classification for anomalies in the test 
class. One implementation of AL for AD with one-class models can be 
found in (Barnabé-Lortie et al., 2015). Note however that one-class 
models still require an expert-based separation between anomalous 
and normal data records in the data used for training, thus not elimi
nating the need for expert-based labelling. This is contrary to frequent 
claims in the literature on one-class models (Amer et al., 2013; Sabokrou 
et al., 2018). Another option could be to use a background or garbage 
class, which can be used to account for the presence of anomalies that 
are so diverse and rare that their class cannot be learned effectively. For 
more details on this and related concepts, please see Dhamija et al. 
(2018). In doing so, the model would only need to represent the normal 
class, which is likely easier to describe mathematically compared to the 
anomaly class. 

As for the variables used for model training, our domain expert has 
supplied us with the labels for specific conductivity, and we have trained 
our models based on this sole information. However, the other variables 
(chlorophyll and phycocyanin fluorescence, dissolved organic matter 
fluorescence) may also present anomalies, which could not be easily 
identified by our domain expert. Note that pH sensor signals are known 
to be subject to incipient and always-present drift phenomena (Ohmura 
et al., 2019), which we consider faults but not anomalies. For this 
reason, we considered removing the pH from the data set variables, but 
this has not resulted in an improvement of the model performance. 
While we acknowledge that our choice of using all variables for model 
was subjective, compared to using the conductivity signal exclusively, 
the tested models have resulted in an improved performance when 
provided with all the available variables. Nonetheless, the effects of 
including these variables, which were possibly contaminated with 
unlabelled anomalies, on anomaly detection performance should be 
quantified in future studies e.g. by labelling all anomalies in all sensor 
signals, or by implementing feature selection if dealing with 
high-dimensional data sets (Mukherjee and Sharma, 2012; Zargari and 
Voorhis, 2012). 

In this work, we have treated the domain expert as an oracle, i.e. 
providing perfect and time-invariant labels. However, uncertainty in the 
labels provided by the domain expert exists (Russo et al., 2019, Villez 
and Habermacher, 2016) and may be due to: fatigue, learning curve of 
the human expert, user interface, etc. Methods to account for imperfect 
oracles exist (Donmez and Carbonell, 2008; Du and Ling, 2010) but they 
are not commonly studied or tested broadly. For example, Magder and 
Hughes (1997) discuss that when the degree of uncertainty of a diag
nostic test (in our case the labels) is known, this information can be 
incorporated into the training of LR models, improving their perfor
mance. We find these aspects very important for future research. Addi
tionally, we believe it would be beneficial to incorporate some sort of 
mechanism in AL to obtain additional or revised labels from human 
experts as a way to gauge temporal, inter- and intra-personal variability 
in expert opinion. 

In this work, and as is typical for AL research, we have quantified the 
uncertainty associated with individual samples as the uncertainty in the 
predicted label conditional the most up-to-date model. While this has led 
to very convincing results, it is very likely that AL could be improved 
further by accounting for model uncertainty as well. For example, Van 
Daele et al. (2015) take confidence intervals of the predicted probabil
ities (James et al., 2013) into account. Another strategy could consist of 
replacing the mean probability with a distribution, which can be per
formed for example by implementing the delta and Laplace’s methods 
(Xu and Long, 2005; Tierney and Kadane, 1986). Note that these 
methods quantify the uncertainty given the currently available infor
mation in the data records available for training and the set of unlabelled 
data samples. A further improvement in the number and/or utility of the 
queried samples could be expected from quantification of the expected 

model output change (Cai et al., 2016). In this case, one simulates the 
effects of obtaining yet unknown labels for an input, thus trying to 
evaluate the uncertainty in potential future models -not the current 
one-as a way to select the most informative samples for labelling. This is 
similar in philosophy to the anticipatory experimental design methods 
developed by Donckels et al. (2012) and Schwaab et al. (2008) for the 
purpose of mechanistic model identification. In our opinion, AL strate
gies, being a special kind of experimental design, could be improved 
further by borrowing from these and other experimental design methods 
in the context of mechanistic modelling. Finally, as mentioned earlier, 
the choice of number of queried samples per iteration needs further 
study in greater detail, as most of the current practice is based on 
empirical evidence (Smailović et al., 2014; Ramirez-Loaiza et al., 2017; 
Zhu and Hovy, 2007). 

Another important consideration for future works is the integration 
on AL with models that incorporate temporal dynamics explicitly. This 
would include recurrent neural networks or long short-term memory 
networks, which exist in the family of the deep learning models (Mal
hotra et al., 2015), but also more conventional, linear models like 
multivariate ARIMA (Tsitsika et al., 2007; Peter and Silvia, 2012). AL 
approaches for these models have yet to be well studied. 

4.3. Criticism and practical concerns for implementation of active 
learning strategies 

In this work we have used k-fold cross validation on the training data 
set for hyperparameter tuning on the employed ML classifiers. Note that, 
for experimental purposes, our hyperparameter selection was performed 
based on the models’ performance on the entire training data set. We 
acknowledge that in real time applications this could not be imple
mented beforehand, as hyperparameter selection is too time-intensive to 
be executed at each iteration of the AL algorithm. The grid search times 
for each model are shown in the Supporting Information. Therefore, 
even if our results suggest that ANN models could be more suitable for 
applying AL for AD in environmental applications, we believe there 
some aspects of ANN models need to be taken into considerations. For 
example, we envision that ANN models would be harder to deploy in 
real time applications of AL because they are more sensitive to hyper
parameter tuning, which cannot be performed at the start of an AL 
procedure due to the lack of data. Furthermore, performing grid search 
on the wide ANNs’ hyperparameter space at each AL iteration is likely 
too expensive, computationally speaking, for practical applications. 
However, if running a hyperparameter optimization becomes necessary 
in real time, one could also think about choosing a different method such 
as Bayesian optimization (Bergstra et al., 2013), simplex search method 
(Nelder and Mead, 1965), random search (Bergstra and Bengio, 2012) or 
direct search (Hooke and Jeeves, 1961). Additionally, the training speed 
of ANN can be decreased by increasing the learning rate, with the risk of 
degrading the learning as the model could only arrive to a sub-optimal 
final set of weights. Training speed remains a significant drawback 
that should be taken into account when implementing ANNs for AD 
using AL and should be weighted against the considerable advantages 
that ANN models bring because of their flexibility, especially when 
dealing with complex data. 

Something else to take into account is that it is advisable to always 
have the model’s predictions compared to a test labelled data set. The 
reason behind this is twofold: first, it allows to monitor the perfor
mance’s improvement during the AL iterations, exactly as it was done in 
this study; second, specifically for environmental applications where 
data can change over time, it might be beneficial to monitor the model’s 
performance over a long run. However, that also implies that the test 
data set should be frequently updated with more recent data. Alterna
tively, it could be advisable to schedule models to retrain at specific 
times of the year. 

Finally, although we have studied the performance of AL for con
ductivity data collected in an ecological experiment, which might 
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present some of the broad characteristics of environmental data, further 
works are needed to generalise the current results to a wider range of 
environmental monitoring applications. 

5. Concluding remarks 

The results of this work have indicated that, for anomaly detection 
applications in environmental monitoring, i) active learning could make 
anomaly detection feasible as it reduces the burden of data labelling by 
human experts, regardless of model choice; ii) flexible model structures 
like kNN, ANN, and RF are recommended for anomaly detection in 
complex environmental sets, as opposed to rigid model structures, such 
as NB and LR, because they lead to higher accuracy, as measured by the 
F1 score; iii) the class prediction of flexible model structures tends to be 
more uncertain for anomalous data samples. As a result, active learning 
strategies tend to select anomalous data samples more than normal 
samples, which in our experiments has resulted in considerable benefits 
for model identification. 
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